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Resumo

O presente artigo analisa os impactos do uso de tecnologias de reconhecimento facial na segurança pública brasileira, com foco na sua relação com a perpetuação das desigualdades raciais. A pesquisa adota uma abordagem qualitativa, com base em revisão bibliográfica e documental, utilizando livros, artigos acadêmicos, periódicos e dados de institutos especializados. Discorre-se sobre as raízes históricas da seletividade penal, a ausência de marcos regulatórios e os riscos da automação das injustiças. O estudo conclui pela urgência de medidas legais e institucionais que impeçam a reprodução de práticas discriminatórias mediadas por algoritmos e sustentadas pelo racismo estrutural. 
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Abstract

This article analyzes the impacts of facial recognition technologies on public security in Brazil, focusing on their role in perpetuating racial inequalities. The research adopts a qualitative approach, based on bibliographic and documentary review, drawing on academic books, articles, journals, and data from research institutes. It discusses the historical roots of penal selectivity, the absence of regulatory frameworks, and the risks of automating injustice. The study concludes by highlighting the urgency of legal and institutional measures to prevent the reproduction of discriminatory practices mediated by algorithms and sustained by structural racism.
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1
INTRODUÇÃO

Na atualidade, inovações tecnológicas têm possibilitado a instituições públicas e privadas o uso de mecanismos de identificação e autenticação de indivíduos por meio da análise de características faciais, conhecidas como sistema de reconhecimento facial. A adoção do reconhecimento facial tem se expandido em diversos setores, notadamente na área de segurança pública, de modo que seu uso nesse contexto gera discussões sobre possíveis impactos e desafios, especialmente para grupos socialmente vulneráveis, como pessoas negras.

Em um contexto geral, pretos e pardos enfrentam, de maneira desproporcional, consequências negativas e danos severos que decorrem do uso indiscriminado e ainda pouco regulamentado dessas tecnologias de controle e vigilância que se tornaram comuns. Isto porque elas agem seguindo diretrizes padrões, gerando uma problemática na qual o reconhecimento facial, por meio de um protocolo, atribui características estereotipadas raciais a determinado grupo minoritário.

É sabido que o Brasil carrega um legado profundo de desigualdade, que não apenas persiste, mas também se reforça continuamente através de práticas discriminatórias eivadas de preconceito racial, apesar de o racismo ser crime imprescritível e inafiançável, segundo a Constituição Federal de 1988 e a Lei n° 7.716/1989. 

O uso de ferramentas de reconhecimento facial tem sido relacionado a casos envolvendo alegações de abuso de autoridade e possíveis violações de direitos humanos. Essas ocorrências levantam questionamentos sobre a neutralidade e imparcialidade das tecnologias, uma vez que desconsideram contextos sociais e históricos em que são implementadas.

Dessa forma, o presente artigo propõe investigar as implicações do reconhecimento facial para a justiça social e os desafios que a automação impõe à luta contínua contra a desigualdade racial. Além disso, busca analisar o papel do Estado brasileiro no combate à discriminação algorítmica a fim de efetivamente evitar e mitigar a reprodução de injustiças históricas. 

A metodologia adotada foi qualitativa, com base em revisão bibliográfica e documental. Foram utilizadas como fontes obras acadêmicas, artigos científicos de periódicos especializados, informações provenientes de institutos de pesquisa e notícias. Buscou-se, assim, desenvolver uma análise crítica, teoricamente fundamentada e respaldada por dados atualizados.
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RAÍZES DA DESIGUALDADE RACIAL NO BRASIL
A desigualdade racial no Brasil é resultado de uma complexa herança histórica de opressão, marcada pelo tráfico de africanos escravizados, por um sistema escravocrata brutal e pela perpetuação de estruturas sociais e jurídicas excludentes. Historicamente, a escravidão negra no Brasil, legitimada inclusive por bulas papais como a Dum Diversas de 1452 (Lima; Pinho, 2024) resultou na desumanização dos africanos, tratados como mercadorias e submetidos a um regime de extrema violência. Referida violação da condição humana foi reforçada por dispositivos legais que impediram o acesso da população negra à educação e à moradia após a abolição da escravatura, como exemplo, a Constituição de 1824, que embora assegurasse o direito à instrução primária, vedava o acesso de negros, inclusive livres, às escolas públicas. A Lei de Terras de 1850, por sua vez, proibiu a ocupação por posse e restringiu o acesso à terra, inviabilizando a inclusão social do ex-escravizado, além de destruir quilombos com apoio militar (Lima; Pinho, 2024).

Do ponto de vista teórico, destaca-se a influência da Escola Positivista Italiana, em especial de Cesare Lombroso, cuja teoria do "criminoso nato" associava características físicas à propensão ao crime. Lombroso descrevia o delinquente como um atávico, biologicamente inferior, e identificava traços como mandíbula proeminente e assimetria craniana como marcadores de criminalidade. Essa abordagem reducionista e determinista serviu de justificativa pseudocientífica para a criminalização do negro, sendo amplamente acolhida no Brasil pós-abolição como instrumento de controle social racializado (Nascimento et al., 2023). A recepção acrítica dessas teorias no Brasil perpetuou o racismo sob nova roupagem: a seletividade penal. Esse fenômeno está diretamente ligado à criminalização de traços raciais e periféricos, reforçando a estrutura histórica de segregação social herdada da escravidão.

A noção de “negro conceitual”, desenvolvida por Oliveira Filho (2016), evidencia como o estigma racial persistiu após a abolição: o sujeito negro foi deslocado da senzala para a periferia urbana, permanecendo associado à desordem e à ameaça, em oposição à figura do “homem branco civilizado”. Essa lógica dicotômica sustenta o racismo estrutural que ainda hoje fundamenta práticas policiais violentas e políticas penais seletivas. Para Teixeira e Angotti (2024), trata-se de uma engrenagem institucional que vai além do preconceito individual, manifestando-se em políticas públicas e no acesso desigual à justiça, à educação e à saúde. Nessa perspectiva, compreender o uso do reconhecimento facial implica reconhecer suas raízes coloniais e o modo como o Estado historicamente instrumentalizou o corpo negro, inclusive por meio de discursos científicos que legitimam a exclusão.
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IMPLANTAÇÃO DA IDENTIFICAÇÃO FACIAL E ANOMIA JURÍDICA
O reconhecimento facial, como tecnologia, remonta às primeiras pesquisas da década de 1960, voltadas à automatização da identificação de rostos humanos com base em imagens digitais (Oliveira et al., 2022). Contudo, sua gênese técnica logo se entrelaçou a usos voltados à vigilância e repressão penal.

No Brasil, a implementação do reconhecimento facial ocorreu majoritariamente sem a devida regulamentação legal específica, amparando-se de modo precário nas exceções da Lei nº 13.709, de 14 de agosto de 2018, conhecida como Lei Geral de Proteção de Dados (LGPD), especialmente no art. 4º, III, alíneas “a” e “d”, que tratam do uso para segurança pública e repressão penal. Essa ausência normativa, chamada de “anomia jurídica”, fragiliza a proteção de direitos fundamentais e permite que o Estado avance com projetos de vigilância biométrica sem transparência, debate público ou avaliação de impacto prévia.

Isto pode ser agravado na medida em que o reconhecimento facial venha a constituir instrumento de reforço ao racismo estrutural. A cartilha da Campanha Tire Meu Rosto da Sua Mira (2022), elaborada por juristas e entidades da sociedade civil, aponta que a tecnologia de vigilância facial, supostamente neutra, na realidade aprofunda desigualdades: concentra sua atuação em áreas periféricas, com foco quase exclusivo na população negra e pobre, tornando-se um "espelho eletrônico do preconceito" social historicamente construído.

O cruzamento entre tecnologia e seletividade penal é evidenciado também em levantamentos como o realizado pelo Colégio Nacional das Defensoras e Defensores Públicos-Gerais (CONDEGE), que mostrou que 83% das pessoas indevidamente acusadas com base em reconhecimento fotográfico (técnica distinta, porém historicamente correlata ao viés racial) eram negras (Brasil, 2022).

Para além das falhas técnicas, há implicações jurídicas e éticas profundas. De Macedo (2024) ressalta que algoritmos não decidem, apenas replicam instruções programadas e treinadas com dados enviesados, o que exige obrigatoriamente a previsão legal de mecanismos de revisão humana sobre decisões automatizadas, como imperativo ético vinculado à dignidade da pessoa humana e ao princípio da não discriminação.
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SEGURANÇA PÚBLICA E A AUTOMAÇÃO DA INJUSTIÇA
A adoção de tecnologias no campo da segurança pública constitui um avanço significativo no combate à criminalidade, porém, também evidencia desafios relevantes, como a possibilidade de automação da seletividade penal e a perpetuação de injustiças históricas. Isso acontece porque a lógica algorítmica, quando aplicada ao sistema penal, tende a ignorar as complexidades sociais que moldam os contextos de criminalização.

Esse risco é evidenciado em estudos como o de Safiya Noble, que discute como os algoritmos não são neutros e como sustentam padrões discriminatórios, especialmente em relação a pessoas negras em particular, mulheres negras (Izaal, 2020). Mas como isso se manifesta? A utilização de tecnologias de reconhecimento facial, por exemplo, pode naturalizar a ideia de que certos corpos e características fenotípicas são mais comuns entre indivíduos considerados “suspeitos”, o que justifica sua constante vigilância e abordagem. Browne (2015) aponta que a vigilância não é novidade para pessoas negras: trata-se de um controle estrutural, historicamente estabelecido por um sistema antinegro. Esse cenário revela, portanto, a ausência de transparência e de responsabilização na aplicação dessas tecnologias pela segurança pública, e impõe a necessidade urgente de reflexão crítica e regulação social sobre seus limites e impactos.

Uma pesquisa realizada pela Defensoria Pública do Estado do Rio de Janeiro evidenciou que, entre os anos de 2012 e 2020, 90 prisões ocorreram de forma injusta, sendo 73 delas por meio de reconhecimento facial e, entre os acusados, 81% eram pessoas negras (Grinberg, 2022). Isso demonstra que apesar das ferramentas biométricas para identificar pessoas procuradas represente uma inovação, é preciso considerar que dados biométricos são extremamente sensíveis e estão protegidos pela Lei Geral de Proteção de Dados Pessoais (LGPD). O uso indevido ou impreciso dessas informações pode causar danos irreversíveis à personalidade, especialmente em populações já vulnerabilizadas. Por isso, é essencial que a diversidade e o respeito aos direitos fundamentais estejam no centro de qualquer processo que envolva o tratamento automatizado de dados sensíveis. O direito deve ser mobilizado para garantir a aplicação dos princípios da igualdade e da não discriminação, rompendo “com o manto da desigualdade formal e a perversa utilização de características étnico-raciais, sexuais e de gênero como mecanismos de exclusão” (Mulholland; Kremer, 2020, p. 580).

A realidade mostra que os erros de identificação em sistemas de reconhecimento facial não são casos isolados, mas revelam uma falha sistêmica que atinge, de forma desproporcional, populações vulneráveis. Trata-se de uma tecnologia que, em vez de eliminar injustiças, pode automatizá-las sob a aparência de objetividade. Isso evidencia a necessidade urgente de políticas públicas voltadas à proteção de dados sensíveis, com filtros mais rigorosos, auditorias constantes e protocolos claros de responsabilização. É fundamental que os investimentos em segurança pública sejam acompanhados de garantias jurídicas e sociais que impeçam a repetição desses erros, pois, quando a máquina erra, é a vida humana que paga o preço.
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O PAPEL DO ESTADO BRASILEIRO NO COMBATE À DISCRIMINAÇÃO ALGORÍTMICA
O uso de algoritmos com viés racial em ferramentas de reconhecimento facial no Brasil tem provocado novas formas de desigualdade e exclusão, exigindo uma atuação direta e eficaz do Estado. No contexto do constitucionalismo digital, a discriminação algorítmica surge como uma ameaça aos direitos fundamentais, especialmente ao princípio da igualdade, que exige que o poder público não apenas trate todos de forma igual, mas atue ativamente para corrigir desigualdades históricas e estruturais (Dornelas, 2023)

 A Lei Geral de Proteção de Dados representa um marco inicial importante. No entanto, autores como Dornelas (2023) e Sainz et al. (2024) assinalam que a LGPD é insuficiente para lidar com os múltiplos níveis e formas de discriminação algorítmica, dada sua limitada aplicabilidade prática e ausência de mecanismos efetivos de fiscalização e penalização. A ausência de regulamentação detalhada contribui para a opacidade das decisões automatizadas e para a fragilização do controle social sobre tecnologias de alto impacto.

Do ponto de vista jurídico, há um déficit normativo que precisa ser enfrentado com urgência. A pesquisa acadêmica brasileira tem apontado a carência de marcos legais específicos sobre discriminação algorítmica, bem como a ausência de mecanismos claros de responsabilização. A atuação estatal deve, portanto, incluir a elaboração de normas que estabeleçam limites, obrigações de transparência, deveres de prestação de contas e mecanismos de reparação para os afetados (Sainz et al., 2024).

A garantia desses direitos, portanto, podem ocorrer por meio da promoção de ações afirmativas como forma de enfrentar essas desigualdades que são ampliadas por sistemas algorítmicos, visto que a discriminação algorítmica é fruto da discriminação presente na sociedade. Nesse cenário, ações afirmativas desempenham um papel compensatório, garantindo que setores historicamente excluídos tenham presença e representatividade nos espaços de decisão, inclusive nas esferas tecnológicas. Essas medidas não apenas corrigem desequilíbrios sociais, como também contribuem para o desenvolvimento de sistemas mais justos e inclusivos (Requião; Costa, 2022). Além disso, Silva e Silva (2024) apontam para o reconhecimento institucional, por parte do governo federal, da existência do problema. A inclusão do combate à discriminação algorítmica no Plano Plurianual 2024–2027 e no Plano Juventude Negra Viva demonstra uma mudança relevante na incorporação da pauta antidiscriminatória nas diretrizes de governo. 

  Conforme asseveram Sainz et al. (2024), o estágio atual da produção jurídica sobre o tema ainda é incipiente e concentrado em áreas como Direitos Humanos e Direito Administrativo, demandando maior aprofundamento e integração com subáreas como o Direito Civil, Penal e Trabalhista. A construção de um constitucionalismo digital comprometido com a dignidade da pessoa humana, como propõe Dornelas (2023), é caminho promissor para garantir que a transição tecnológica no Brasil ocorra de forma justa, inclusiva e pautada pelos direitos fundamentais.

 O enfrentamento da discriminação algorítmica no Brasil requer, pois, um papel ativo e multifacetado do Estado: como regulador, como garantidor de direitos, como promotor de inclusão e como fiscalizador das práticas tecnológicas. A proteção à igualdade, prevista constitucionalmente, deve ser atualizada à luz dos novos desafios do mundo digital. O progresso tecnológico só será legítimo se estiver alinhado com os valores constitucionais e os direitos fundamentais.
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CONCLUSÃO

A crescente utilização de tecnologias de reconhecimento facial no Brasil, principalmente no campo da segurança pública, tem mostrado não apenas limitações técnicas, mas graves impactos sociais e jurídicos. Longe de ser uma solução neutra e objetiva, se torna um instrumento de perpetuação das desigualdades sociais e históricas, consolidando injustiças sob o manto da inovação. 

A intersecção entre a automação da vigilância e a discriminação racial expõe a fragilidade das promessas de segurança pública, evidenciando que a implementação de sistemas de reconhecimento facial, sem a devida regulação e supervisão, resulta em consequências devastadoras para as populações mais vulneráveis, especialmente para a população negra.

A partir da análise do próprio legado escravocrata brasileiro, evidenciou-se como o racismo estrutural foi naturalizado no imaginário e nas práticas institucionais. Tal contexto histórico-social torna ainda mais alarmante a automação da injustiça: tecnologias que deveriam promover segurança e eficiência passam a ser catalisadoras de exclusões e arbitrariedades. Os dados apresentados no texto, demostram que a falta de transparência e a ausência de mecanismos de controle efetivos não apenas favorecem a perpetuação de desigualdades raciais, mas também criam um ciclo vicioso de exclusão e injustiça.   

Diante disso, é imperioso que o Estado brasileiro, principalmente o poder legislativo e executivo, atuem de forma contundente, adotando uma postura firme e proativa frente à discriminação algorítmica. Isso implica, além da criação de marcos normativos específicos, a implementação de ações afirmativas e políticas públicas orientadas por uma perspectiva antirracista e de justiça social. A atuação estatal deve garantir transparência, mecanismos de responsabilização e proteção aos direitos fundamentais.
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