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POLÍTICA NACIONAL DE EDUCAÇÃO DIGITAL FRENTE AO RACISMO ALGORÍTMICO: DESAFIOS E POSSIBILIDADES PARA A EDUCAÇÃO ANTIRRACISTA
FÁBIO JOSÉ PAZ DA ROSA
Resumo

O presente artigo tem por objetivo problematizar as fragilidades da Política Nacional de Educação Digital (PNED) promulgado em 2023 a partir da Lei 14.533/2023 ao condicionar-se ao racismo algorítmico produzido por Inteligências Artificiais detidas pelas empresas de tecnologias digitais. A partir da análise documental, mais especificamente do artigo 3º da referida Lei e fundamentado no conceito de Colonialismo Digital, problematiza-se o descompasso entre a PNED e o Documento Orientador da Educação Digital e Midiática com a rede social criada pelo Ministério da Educação que vislumbra uma possibilidade de ampliar a educação antirracista. Além disso, o texto aponta para a produção de outras tecnologias desenvolvidas por coletivos negros com potencialidades a ressignificarem a educação digital e midiática com perspectivas críticas, criativas e humanizadoras. Palavras-chave: 1. Política Nacional de Educação Digital; 2. Inteligência Artificial; 3. Racismo Algorítmico; 4. Educação Antirracista. 
Abstract
This article aims to problematize the weaknesses of the National Policy of Digital Education (PNED) promulgated in 2023 from Law 14.533/2023 by conditioning itself to the algorithmic racism produced by Artificial Intelligences owned by digital technology companies. From the documentary analysis, more specifically of article 3 of the said Law and based on the concept of Digital Colonialism, problematizes the mismatch between PNED and the Guidance Document of Digital and Media Education with the social network created by the Ministry of Education that envisions a possibility to expand anti-racist education. In addition, the text points to the production of other technologies developed by black collectives with potential to resignify digital and media education with critical, creative and humanizing perspectives.
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1
INTRODUÇÃO
O objetivo deste trabalho é problematizar as fragilidades da Política Nacional de Educação Digital (PNED), promulgada a partir da Lei 14.533/2023. Através da Metodologia da Análise Documental, buscamos interpretar de quais maneiras essa legislação torna-se vulnerável ao racismo algorítmico produzido pelas principais empresas de tecnologias digitais por meio da Inteligência Artificial (IA). Primeiramente, o texto apresenta uma breve contextualização da atual fase do capitalismo estruturado pelas tecnologias digitais e sustentado pelo racismo. Em seguida, ainda nessa primeira parte, analisamos especificamente o artigo 3º da referida lei para compreender o racismo algorítmico produzido por IA no contexto do Colonialismo Digital e suas implicações no contexto educacional. 
Em um segundo momento, buscamos evidenciar possibilidades da PNED em garantir uma educação antirracista por meio de documentos curriculares e da Rede Social MECRED fundamentados em epistemologias negras. Nesse afã, ampliamos esse debate a partir das experiências de coletivos negros que apresentam outras perspectivas éticas, jurídicas, políticas e culturais para a produção e o uso de tecnologias digitais efetivamente críticas, criativas e humanas.
2     POLÍTICA NACIONAL DE EDUCAÇÃO DIGITAL: CONCEPÇÕES E LACUNAS

Em janeiro de 2023, após a ingovernabilidade de Jair Messias Bolsonaro na presidência do Brasil durante o contexto pandêmico e a tentativa por parte de setores ultraconservadores de um golpe de estado diante do resultado do pleito eleitoral que deu a vitória a Luiz Inácio Lula da Silva, foi promulgada por parte do poder executivo a Lei 14.533/23 que instituiu a Política Nacional de Educação Digital (PNED).  A referida política é organizada a partir de quatro eixos: “1º: eixo I – inclusão digital; eixo II – educação digital escolar; eixo III – capacitação e especialização digital; eixo IV - Pesquisa e Desenvolvimento (P&D) em Tecnologias
da Informação e Comunicação (TICs)” (Brasil, 2023). 

A análise fulcral deste trabalho é o artigo 3º da referida Lei com o intuito de compreender suas fragilidades ao que se refere ao conhecimento e a produção de algoritmos em ambientes educacionais tanto para pensar práticas curriculares e didáticas que podem submeter-se ao racismo algorítmico, como também epistemologias negras que garantam outras experiências antirracistas e emancipatórias.

Para isso, recorremos a Metodologia da Análise Documental. De acordo com 

 Eduardo Brandão Lima Junior et al (2021, p. 37), “[a] Análise Documental pode ser desenvolvida a partir de várias fontes, de diferentes documentos, [...] incluindo-se dentre eles, leis, fotos, vídeos, jornais, etc. (JÚNIOR, 2021, p. 37)

Uma das possibilidades da Análise Documental, segundo Marli André e Menga Ludke (1986) é interpretar aspectos políticos, psicológicos, filosóficos e éticos. Dessa forma, determinadas informações aparentemente isoladas e discrepantes tornam-se importantes elementos na elucidação das questões do estudo (André, Ludke, 1986). Esse direcionamento da Análise Documental nos propiciou compreender de quais maneiras a duas únicas menções ao algoritmo no PNED, bem como o silenciamento da Lei 14.533/23 diante do poder das Big Techs, dificultam uma política voltada para a Educação Digital fundamentada em epistemologias negras e a torna vulnerável ao racismo algorítmico. 

Ao analisarmos a PNED, temos mais dúvidas do que certezas acerca da inserção e a efetivação do letramento digital em consonância às demandas das populações negras. Essa afirmativa deve-se ao fato da PNED dar continuidade às políticas educacionais que desde os anos de 1990 são norteadas pelo setor privado. Nesse afã, como garantir, de acordo com a PNED, “[...]participação consciente e democrática por meio das tecnologias digitais” (BRASIL, 2023, p. 2) e “ treinamento de competências digitais, midiáticas e informacionais, incluídos os grupos de cidadãos mais vulneráveis” (BRASIL, 2023, p. 1), se as práticas educacionais em ambientes digitais estão dependentes das Big Techs?


Google, Apple, Facebook, Twitter, WhatsApp e Instagram formam as Big Techs, situadas no Vale do Silício, Califórnia (EUA). Juntas, essas cinco maiores empresas de tecnologias têm sobreposto seus poderes econômicos e financeiros aos interesses econômicos dos Estados-nações. A primeira demonstração dessa inserção das Big Techs nas entranhas da política teve repercussão midiática em 2018, quando o Facebook utilizou um aplicativo para a realização de um teste psicológico com o intuito de favorecer o então presidenciável dos Estados Unidos, Donald Trump. Cerca de 87 milhões de usuários tiveram seus dados utilizados e manipulados pela empresa Cambridge Analytica, que trabalhou para a equipe de campanha trumpista. 

Recentemente, no início do mês de janeiro de 2025, no bojo da vitória de Donald Trump para seu segundo mandato na presidência estadunidense, Mark Zucherberg, dono da Meta, empresa composta pelo Facebook, Instagram e o Whatsapp, anunciou o fim do programa de checagem de fatos para conter a disseminação de desinformação. 
Deivison Faustino e Walter Lippold (2023) conceituam o Colonialismo Digital  atualizado pelo imperialismo, o subimperialismo e o neocolonialismo. De acordo com os autores, continuamos a viver uma ideia de novidade incapaz de romper com as cadeias do capitalismo. Contrariamente, o sistema capitalista virtual e digital, mantém e intensifica o acúmulo de riqueza pela expropriação de dados “permeado irremediavelmente pelo racismo e pelo sexismo, pela transfobia, pelo antropocentrismo especista etc” (Faustino, Lippold, 2023, p. 28). 
Dessa forma, o cenário atual do capitalismo é constituído pelo que os autores analisam por colonialismo de dados onde “[...] a vida humana, o ócio, a criatividade e a cognição para as lógicas extrativistas automatizadas e panópticas do colonialismo digital não é apenas a simples alteração da vida, mas a manipulação intencional” (2023, p.24). 
Shoshana Zuboff (2021) conceitua a conjuntura de controle das Big Techs por “capitalismo de vigilância” que se determina pelo poder instrumentário de predizer e modificar o nosso comportamento e como meta fundante nos automatizar. Vivenciamos uma realidade em que as máquinas conhecem nosso comportamento e nos moldam. Um exemplo é o Chat GPT que pode acelerar pesquisas e inclusive antecipar respostas às situações que ainda não aconteceram ou não se efetivaram. 

Faustino e Lippold (2023) compreendem que o virtual não é o oposto do real e sim um atributo dessa realidade, que é apreendido pelo trabalho do pensamento. Por isso, os autores trazem questões fulcrais para analisar o conceito de colonialismo digital: “Como se controlam esses fluxos e, sobretudo, quem os controla? ” (Faustino, Lippold, 2023, p. 25). Os dois teóricos atentam-nos para o fato de que o mundo virtual é conduzido e controlados por detentores do poder econômico, hoje representados pelos donos das Big Techs, que reestruturam redes sociais, aplicativos, sites de busca e a inteligência artificial (IA) presentes em todos os recursos virtuais para produzir dados que são vigiados e minerados. 

Dois fatos exemplificam as formas como as redes condicionam-nos a essa realidade e que vulnerabiliza as populações negras. A primeira é a decisão do Google, nos Estados Unidos, em remover de seu calendário datas comemorativas e culturais que fazem referências à população LGBTQIAPN+, à História da População Negra e ao Holocausto (2025). 

Júlio Araújo e Júlio Araújo (2024), ao debaterem sobre o racismo algorítmico produzido pela inteligência artificial, trazem o caso em que Renata Souza, mulher negra, jornalista e doutora em Comunicação e Cultura, deputada estadual no Rio de Janeiro pelo Partido Socialismo e Liberdade (PSOL), solicita a uma IA que gerasse uma imagem com referência aos desenhos da Disney em consonância com trend da época:
A descrição fornecida por ela solicitava a representação imagética de “uma mulher negra, de cabelos afro, com roupas de estampa africana num cenário de favela”, conforme a postagem que ela mesma publicou em sua página como legenda dessa imagem. No entanto, a imagem gerada pela IA apresentou uma mulher com uma arma na mão, associando indevidamente sua identidade e o cenário de favela à violência. Na postagem feita em sua página, a deputada expressou sua preocupação com o viés racista presente nas tecnologias, como o reconhecimento facial, e a necessidade de revisar essas tecnologias e procedimentos para garantir a segurança e a justiça para as pessoas negras. (Araújo; Araújo, 2024, p. 100)
. Apropriamo-nos dos mesmos questionamos para problematizar o cerne deste trabalho: A PNED garante condições e recursos para educadores e estudantes compreenderem os meios de controle das Big Techs e ao mesmo tempo desenvolverem tecnologias que promovam a autonomia e emancipação de sujeitos antirracistas? Essa política propicia os conhecimentos autônomos necessários para o uso e a produção de algoritmos? De quais maneiras a PNED pode (ou poderia) contribuir de forma mais efetiva para minimizar o racismo algorítmico?
2.1 Entre a subordinação da PNED às Big Techs e a vulnerabilidade ao racismo algorítmico no contexto educacional
Em seu artigo 3º, a PNED afirma que o eixo Educação Digital Escolar tem por objetivo: 
[...] garantir a inserção da educação digital nos ambientes escolares, em todos os níveis e modalidades, a partir do estímulo ao letramento digital e informacional e à aprendizagem de computação, de programação, de robótica e de outras competências digitais[...] (Brasil, 2023, p. 7)

É importante reiterar que a PNED em todo o seu documento fundamenta a Educação Digital com o intuito de atender a formação por competências. Especificamente, no inciso I do artigo 3º, a PNED determina que haja o desenvolvimento do pensamento computacional para compreender e automatizar problemas e soluções incluindo a criação e adaptação de algoritmos com intuito de aprimorar o pensamento crítico e criativo (Brasil, 2025). Após esse inciso, não há referências seja de outras legislações ou de práticas pedagógicas sobre a compreensão dos algoritmos. Além disso, causa-nos estranheza a PNED não ter propostas mais específicas, inclusive fundamentada nos estudos de Tecnologia e Educação para o conhecimento da Inteligência Artificial (IA). No caso da população negra, inserida nos grupos mais vulneráveis histórico e socialmente, consideramos que essa é uma das mais prejudicadas na sua existência, pois:
[a] digitalização e a dataficação não eliminaram o racismo, mas o reproduziram e, em alguns casos, o expandiram pela gestão algorítmica. Bancos de dados que portam decisões racistas ao alimentar os sistemas algorítmicos de machine learning, como uma rede neural artificial, têm gerado padrões racializados e modelos racistas para tratar novos dados. Assim, a chamada inteligência artificial baseada em dados pode não apenas reproduzir, mas também ampliar, discriminações que buscamos superar (Faustino, Lippold, 2023, 2025, p. 19)

A neutralidade da PNED diante da conjuntura do uso da IA e da produção de algoritmos que reiteram o racismo pode simplesmente condicionar as práticas pedagógicas aos ditames das Big Techs. Assim podemos constatar no artigo 11 da PNED que determina dotações orçamentárias dos setores públicos para o desenvolvimento da educação digital, mas também dos setores privados (Brasil, 2023).
Gabriel Henrique de Oliveira Lopes (2023) reitera que desde 2009 as redes públicas de ensino estabeleceram convênios com empresas de tecnologia com o pioneirismo de Belo Horizonte em parceria com o Google. Novos acordos dessa empresa de tecnologia estadunidense foram assinados com secretarias estaduais de outros entes da federação, seguido de São Paulo (2013), Paraíba (2014), Amazonas (2015/2016), Rio Grande do Sul e Mato Grosso do Sul (2016), Paraná (2017), Rondônia e Bahia (2018). No ano de 2022, “o próprio Ministério da Educação (MEC) assina parceria com o Google para a implementação do (a) Google Workspace for Education Fundamentals” (Lopes, 2023, p. 149). 
Apesar das plataformas como o GWE não obterem renda por meio de outros agentes comerciais e industriais, os dados obtidos podem ser processados e armazenados e constituem uma reserva de valor para remunerações futuras que visam substituir os investimentos aparentemente gratuitos (Oliveira, 2023). Nessa mesma perspectiva, Faustino e Lippold (2023) afirmam que os dados obtidos pelas Big Techs se convertem em matéria-prima por acumulação primitiva, inclusive nos processos educacionais.


Em uma conjuntura na qual as políticas educacionais voltadas para as tecnologias digitais subsumem-se aos interesses das Big Techs e quando essas reiteram o racismo por meio de algoritmos que visam comercializar dados em consonância aos interesses de práticas sociais e culturais da extrema-direita, dificilmente a PNED propiciará o uso e a produção de conhecimentos críticos, criativos e autônomos por meio das tecnologias digitais. 
Primeiramente, é preciso, enquanto educadores e pesquisadores, aprofundarmos nossos conhecimentos acerca das novas formas de poder do sistema capitalista por meio das tecnologias digitais no contexto educacional. Faustino e Lippold (2023) lembram que o colonialismo digital não é uma fase posterior ao neocolonialismo tardio, no entanto, a sua expressão tecnológica informacional. A ausência de orientações e fundamentações na PNED que propiciem professoras(es) e estudantes a deterem esses conhecimentos críticos com vistas a reelaborarem as produções tecnológicas autônomas e criativas, tendem a condicionar a organização do trabalho pedagógico aos interesses da expropriação de dados pelas Big Techs.
Outra questão a ser problematizada é que o condicionamento da PNED às Big Techs amplia a vulnerabilidade dos estudantes das escolas públicas onde se encontra grande parte da população negra. Essa fragilidade se intensifica por meio da grande possibilidade da mineração de dados da própria vida (Faustino, Lippold, 2023) para direcionar modos, hábitos e desejos. Nesse sentido, consideramos problemático a PNED não garantir às diversidades pluralidades raciais o desenvolvimento de suas epistemologias quando os interesses econômicos das grandes empresas de tecnologias digitais são conduzidos por questões culturais associadas ao crescimento da extrema-direita. 
3. POSSIBILIDADES DE UMA EDUCAÇÃO ANTIRRACISTA POR MEIO DAS TECNOLOGIAS DIGITAIS

O diálogo estabelecido nesse trabalho para problematizar as fragilidades da PNED diante da subordinação às Big Techs, seja por meio de uma política educacional que não busca fundamentar-se nas demandas curriculares e didáticas que visem pluralizar as práticas tecnológicas na educação, seja por condicionar-se a ampliação do racismo pelo uso irrestrito das plataformas digitais, também nos fazem pensar: quais outras possibilidades de uma educação antirracista através das tecnologias digitais?

A dualidade entre condenação das tecnologias digitais e outra sociedade supostamente mais humanizada não apresentam respostas capazes de minimizar as celeumas enfrentadas diante da presença cada vez maior da IA no contexto educacional. Nas palavras de Faustino e Lippold (2023), precisamos superar esse binarismo das ciências humanas versus tecnologias, pois não há como dissociar a produção das tecnologias digitais de práticas culturais muitas vezes estruturadas no sistema capitalista pelo racismo.

No início de 2025, no bojo da ampliação da PNED, o MEC publica o Documento Orientador Educação Digital e Midiática que apresenta como um dos seus inovadores recursos a MECRED, uma rede social que visa conectar educadores e estudantes interessados em compartilhar e aprender com diversas experiências educacionais digitais. A MECRED foi pensada e projetada para ser usada de forma colaborativa a partir dos princípios dos softwares livres. A plataforma conta com a parceria de desenvolvedores da Universidade Federal do Paraná e a Universidade Federal de Santa Catarina. 

No entanto, consideramos que entre o Documento Orientador e a MECRED existem descompassos. Primeiro deles é que enquanto a MECRED é uma plataforma construída por meio de software livre com objetivo de permitir aos seus usuários o livre compartilhamento sem subordinar-se aos interesses econômicos, o Documento Orientador tem por referências algumas instituições que historicamente fundamentam suas perspectivas educacionais aos interesses privados, entres elas, a Fundação Lemman, Todos pela Educação, Instituto Positivo e Fundação Telefônica Vivo. Dessa forma, a PNED bem como o Documento Orientador da Educação Digital e Tecnológica deveriam convergir ao que se refere aos interesses epistemológicos e tecnológicos desenvolvidos pelas universidades e diferentes espaços de produção de conhecimento como escolas, espaços culturais, comunitários e populares. 

É interessante notar que na rede social MECRED há algumas produções como podcasts e vídeos voltados para a educação antirracista. Apesar do pouco tempo de sua implantação, o MECRED pode ser também mais um espaço de produção conhecimento fundamentado em epistemologias africanas e afro-brasileiras por meio de softwares livres. Deivison Faustino e Walter Lippold (2023) reiteram que há uma agenda transnacional de produção colaborativa e cooperativa em busca de estratégias que assegurem comunicações antirracistas e anticapitalistas:
Para citar um exemplo brasileiro, Bianca Kremer Nogueira Corrêa, em seu estudo seminal em que mobiliza Cheikh Anta Diop e Lélia Gonzalez para pensar o direito nas redes, propõe a existência de uma internet em pretuguês. Organizações como o Observatório do Cooperativismo de Plataforma, o Núcleo de Tecnologia do MTST, o InternetLab, a Rede Latino-Americana de Estudos sobre Vigilância, Tecnologia e Sociedade (Lavits), a Coalizão por Direitos na Rede, o Digilabour, entre outras, têm levado à frente múltiplas possibilidades de ativismo na internet, promovendo um debate sobre a influência das novas tecnologias – sobretudo a internet – na sociedade (Faustino,Lippold, 2023, p. 178)

As experiências de diversos grupamentos negros têm ressignificado há algum tempo às tecnologias digitais não apenas por evidenciarem o ativismo dessas vivências, mas também por entenderem as tecnologias enquanto ampliação das epistemologias africanas e afro-brasileiras. Seja reinventando o uso das tecnologias, como já problematizava Franz Fanon (1968) no contexto da luta dos argelinos pela libertação da colônia francesa, seja criando outras tecnologias mais humanizadoras, as epistemologias negras sinalizam a necessidade constante das populações negras em aquilombarem-se inclusive por meio do mundo digital e virtual. 
Esses grupamentos citados por Faustino e Lippold (2023) têm ressignificação tanto o uso quanto a produção com as tecnologias digitais. A prática da ética em espaços virtuais, a criação de plataformas digitais cooperativas e colaborativas com o intuito de proporcionar relações de trabalho mais humanas e não-exploratórias e a defesa pela diversidade política e jurídica na construção de tecnologias digitais são algumas das experiências desenvolvidas por alguns desses coletivos negros que se tornam referências para a educação digital emancipatória, crítica e criativa.
3. CONCLUSÃO


A Política Nacional de Educação Digital (PNED) instituída a partir da Lei 14.533/23 traz lacunas consideráveis ao que se refere a defesa e a autonomia das populações mais vulneráveis diante da consonância desta aos interesses das Big Techs. Quando se trata das populações negras, o racismo algorítmico tem sido um dos meios mais eficazes das empresas de tecnologias produzirem dados mais propensos a gerarem lucros no bojo da cultura da disseminação de ódio.

Apesar das propostas do Ministério da Educação em proporcionar aos docentes e discentes de todos os níveis de ensino a autonomia, a criatividade e criticidade para uma produção do conhecimento diversos e plurais sistematizado por software livre através da rede social MECRED, a PNED e o Documento Orientador Educação Digital e Midiática têm mantido discursos em consonância aos interesses de instituições privadas. Logo, as legislações educacionais e as políticas curriculares ainda enfrentam desafios por parte de seus representantes em vislumbrarem conhecimentos tecnológicos emancipatórios. A fundamentação nas epistemologias negras para o uso e o desenvolvimento de tecnologias é uma das garantias para que as propostas acerca da Educação Digital não visem apenas oferecer à população afro-brasileira competências para adequar-se às demandas econômicas das Big Techs. 



Em outra perspectiva, PNED e outros documentos curriculares precisam garantir o desenvolvimento de conhecimentos digitais e virtuais fundamentados em epistemologias negras que têm apresentado vivências colaborativas. Essa realidade enunciada historicamente pelas diversas expressividades do Movimento Negro encontram nas tecnologias formas de preservar a ancestralidade que indissocia as tecnologias de suas existências humanas. 
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