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RESUMO
A presente pesquisa traz implicações da inteligência artificial e evidencia que seu processamento não ocorre de forma neutra, uma vez que seus bancos de dados carregam contextos históricos marcados por desigualdades sociais. Isso demonstra que a intensificação do controle algorítmico e da vigilância não apenas reforça hierarquias, como também legitima violações de direitos no cotidiano. Exemplos como o sistema COMPAS e a plataforma de recrutamento da Amazon constituem situações concretas que revelam como as tecnologias atuais propagam vieses discriminatórios. Com base em autoras como Noble, Benjamin, Eubanks e Crawford, a reflexão insere-se nas contradições do capitalismo contemporâneo, apontando para a necessidade de uma inteligência artificial ética, inclusiva e socialmente responsável.
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ABSTRACT
This research highlights the implications of artificial intelligence and shows that its processing does not occur in a neutral way, since its databases carry historical contexts marked by social inequalities. This demonstrates that the intensification of algorithmic control and surveillance not only reinforces hierarchies but also legitimizes everyday violations of rights. Examples such as the COMPAS system and Amazon's recruitment platform are concrete cases that reveal how current technologies propagate discriminatory biases. Based on authors such as Noble, Benjamin, Eubanks, and Crawford, the reflection is situated within the contradictions of contemporary capitalism, pointing to the need for an ethical, inclusive, and socially responsible artificial intelligence.
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1 INTRODUÇÃO

O capitalismo contemporâneo caracteriza-se por um sistema econômico que, em sua essência, promove a intensificação dos processos produtivos, voltado para a funcionalidade de um mundo alinhado às dinâmicas de uma sociedade fundamentada na lógica do acúmulo e da constante expansão. Nesse contexto, a inteligência artificial está diretamente vinculada a esse sistema, uma vez que se consolida como uma das principais ferramentas tecnológicas responsáveis por transformar os modelos produtivos, as relações sociais e políticas, bem como as dinâmicas econômicas globais.
Na visão utópica de Barlow (1996), em sua célebre obra “Declaração da Independência do Ciberespaço”, a tecnologia se apresentava como um portfólio de fronteiras de conhecimento e possibilidades de libertação, capaz de empoderar o indivíduo. O autor acreditava que tal ambiente permitiria um novo modelo de organização social, tendo como pilares a autonomia, a igualdade, a emancipação individual e a democracia. Contudo, esse projeto não se concretizou. Ao contrário, observa-se um processo de concentração de poder informacional e de mercantilização da experiência humana por meio da coleta e exploração massiva de dados pessoais (big data).
Em 2015, a pesquisadora norte-americana Shoshana Zuboff introduziu pela primeira vez o conceito de “capitalismo de vigilância”, que passou a ser amplamente utilizado para descrever uma nova lógica capitalista baseada na coleta massiva, análise e comercialização de dados pessoais, pautada nos estudos comportamentais dos indivíduos.
O capitalismo de vigilância nasce como uma operação fundamental para o funcionamento de sistemas automatizados, na medida em que transforma dados pessoais em mercadorias altamente lucrativas. No entanto, esses dados são extraídos com base em informações provenientes de um cenário historicamente marcado por desigualdades, o que leva os algoritmos a reproduzirem e aprofundarem as assimetrias existentes. Tal realidade pode ser observada no cotidiano, quando certos grupos sociais são sistematicamente excluídos — por exemplo, quando a negação de direitos e liberdades atinge de forma desproporcional minorias étnicas e raciais, pessoas de baixa renda e, em muitos contextos, também mulheres. Com isso, acaba-se por legitimar as exclusões de uma sociedade segregadora.
Sob essa perspectiva, o objetivo da presente pesquisa é apresentar informações de forma clara e acessível, de modo que o leitor comum compreenda como os vieses preconceituosos estão presentes na sociedade e influenciam diretamente os sistemas algorítmicos. Além disso, busca-se evidenciar as dimensões e contradições da inteligência artificial e suas consequências sociais, éticas e jurídicas, estabelecendo ainda sua relação direta com o capitalismo de vigilância e destacando como esses sistemas reproduzem e intensificam desigualdades.
Quanto à metodologia, a pesquisa proposta adota uma abordagem de caráter exploratório, baseada em levantamento bibliográfico fundamentado em autores contemporâneos que discutem as transformações do capitalismo digital. Serão utilizados artigos científicos, sites especializados, marcos legais e estudos de caso que evidenciem a operacionalização da inteligência artificial em contextos de discriminação algorítmica.

2 INTELIGÊNCIA ARTIFICIAL E ALGORITMOS DISCRIMINATÓRIOS NO CONTEXTO DA ERA DO CAPITALISMO DE VIGILÂNCIA 

2.1 Capitalismo de vigilância e a lógica da predição comportamental 

O conceito de Surveillance Capitalism foi apresentado inicialmente pela autora Zuboff (2015), em um artigo intitulado Big Other: Surveillance Capitalism and the Prospects of an Information Civilization. Nesse trabalho, a autora discute a era do capitalismo de vigilância (termo traduzido para o português) e traz reflexões sobre como os dados são coletados em seu estado bruto, muitas vezes sem o conhecimento dos indivíduos, servindo principalmente para fins de comercialização, mas também para fins preditivos, ou seja, para antecipar e influenciar as próximas condutas dos usuários nos sistemas tecnológicos.
Essa lógica de “predição comportamental” — termo bem abordado por Mena (2019) em seu verbete O que é capitalismo de vigilância — visa não apenas à maximização de lucros, mas também contribui para o aumento das desigualdades preexistentes. Isso porque há um acúmulo massivo de dados pessoais que são coletados, armazenados, processados e tratados dentro dos sistemas de computação. Os algoritmos — especificamente os de inteligência artificial ou machine learning — são definidos como um conjunto de padrões voltados à resolução de problemas. Esses algoritmos são alimentados por grandes volumes de dados pessoais e, a partir deles, produzem respostas modeladas com base em comportamentos humanos. Trata-se, portanto, de um sistema de aprendizado que gera conhecimento por meio dos próprios dados.
É justamente dentro dessa lógica de exploração de dados — central ao capitalismo de vigilância — que os algoritmos de inteligência artificial são treinados. Como esses dados refletem padrões sociais historicamente marcados por desigualdades, o resultado são sistemas automatizados que reproduzem, e até intensificam, exclusões que deveriam combater.
Vale mencionar que algoritmos inteligentes não possuem qualquer tipo de consciência ou intencionalidade, sendo, portanto, limitados e necessariamente dependentes dos vieses dos bancos de dados com os quais foram treinados. “Eles não aprendem ou raciocinam como os humanos. Isso pode fazer com que seus resultados sejam difíceis de prever e explicar” (Trutt, 2016).
Dentro desse contexto, entende-se que os algoritmos não funcionam de forma imparcial, uma vez que são alimentados por preconceitos e estigmas estruturais, o que os faz reproduzir discriminações em padrões automatizados, ainda que legitimados pelo discurso tecnológico.

2.2 Vieses humanos e vieses algorítmicos: quando a técnica reproduz a exclusão 

Os vieses humanos são as tendências cognitivas de cada indivíduo que influenciam diretamente os chamados “vieses algorítmicos”. O primeiro refere-se à capacidade humana de exercer julgamentos preconcebidos, resultando em distorções baseadas em práticas cotidianas e organizacionais. Já o segundo é alimentado por esses mesmos vieses humanos, gerando uma deturpação sistemática ao serem baseados em dados que carregam estereótipos e preconceitos relacionados a raça, gênero, classe, idade, entre outros.
Na obra Algorithms of Oppression, traduzida como Algoritmos da Opressão,  Noble (2018) aborda, em tom de denúncia, como os algoritmos são utilizados como mecanismos de práticas raciais e de gênero. A autora expõe: 
[...] o poder dos algoritmos na era do neoliberalismo e as maneiras como essas decisões digitais reforçam relações sociais opressivas e decretam novas formas de discriminação racial, que denominei de redlining tecnológico. Ao tornar visíveis as maneiras pelas quais capital, raça e gênero são fatores na criação de condições desiguais, estou trazendo à tona diversas formas de redlining tecnológico que estão em ascensão. O uso quase onipresente de softwares orientados por algoritmos, tanto visíveis quanto invisíveis para as pessoas comuns, exige uma análise mais aprofundada de quais valores são priorizados em tais sistemas automatizados de tomada de decisão [...] (NOBLE, 2018, p. 14). 

Dentro desse cenário, tais discriminações encontram espaço em diferentes contextos sociais. Em alguns exemplos, é possível perceber como vieses étnicos limitam negativamente a aplicação da tecnologia. Um caso emblemático ocorreu nos Estados Unidos com o sistema de pontuação de crédito da empresa americana COMPAS (Correctional Offender Management Profiling for Alternative Sanctions). Esse sistema auxiliava juízes na decisão de liberar ou não uma pessoa antes do julgamento, atribuindo “notas” sobre o nível de periculosidade do indivíduo. Porém, estudos como o Machine Bias: There’s software used across the country to predict future criminals. And it’s biased against blacks, conduzido por Julia Angwin, Jeff Larson, Surya Mattu e Lauren Kirchner (2016), constataram que os algoritmos utilizados nesse sistema não eram neutros, pois classificavam pessoas negras como de maior risco de reincidência criminal do que pessoas brancas — mesmo quando apresentavam os mesmos antecedentes, ou quando as infrações cometidas por negros eram menos graves.
Frente a esse cenário, percebe-se a violação de diversos princípios fundamentais expressos em leis, tratados internacionais e constituições que regem uma sociedade pluralista — como os princípios da imparcialidade, da dignidade da pessoa humana, da igualdade e da proporcionalidade. Isso porque houve desequilíbrio entre as medidas aplicadas e os direitos dos réus, comprometendo o princípio do devido processo legal. Afinal, como refutar uma pontuação atribuída por um sistema automatizado?
Outro caso ocorreu na empresa Amazon, que desenvolveu um algoritmo de recrutamento para tornar mais ágil e preciso o processo de seleção de currículos. Ocorre que a tecnologia utilizada analisava os currículos com base nos que foram aprovados no passado. O problema surgiu quando currículos de mulheres eram descartados automaticamente, mesmo quando essas candidatas atendiam aos requisitos exigidos ou demonstravam excelente perfil profissional. Isso aconteceu porque o sistema aprendeu com um histórico majoritariamente masculino, o que acabou por propagar um viés de gênero no processo de seleção.
 O’Neil (2016) chama certos algoritmos de “armas de destruição matemática”, definição que se aplica perfeitamente aos casos mencionados. Segundo a autora, esses sistemas automatizados apresentam ausência de transparência, são utilizados em larga escala — afetando muitas pessoas ao mesmo tempo — e geram grande impacto sobre suas vidas. O termo “destruição” não se limita ao aspecto físico do ambiente ou das vítimas diretamente atingidas, mas se estende às esferas sociais, jurídicas, profissionais, éticas e morais. Percebe-se, assim, que determinados algoritmos estão longe da neutralidade, pois reproduzem desigualdades históricas e reforçam estruturas de exclusão e seletividade.
Diante dos argumentos supracitados, a discussão sobre a má utilização da inteligência artificial reforça ainda mais a necessidade de refletir sobre as críticas à neutralidade técnica, com vistas à construção de um ambiente digital mais justo e, consequentemente, à superação dessas contradições.

2.2	Estratégias para a mitigação da discriminação algorítmica 

O filósofo  Winner (1980) expressa criticamente que os meios tecnológicos são instrumentos carregados de formas políticas, ausentes de neutralidade, que não se limitam ao ambiente técnico, mas apresentam uma relação direta com a sociedade. Nesse sentido, observa-se a consolidação de um controle que automatiza hierarquias sociais e inviabiliza a linguagem técnica que deveria ser dotada de imparcialidade.
Como já evidenciado ao longo deste trabalho, os sistemas de inteligência artificial vêm sendo utilizados de maneira equivocada, sem a devida consideração ética e moral. Embora parte da legislação vigente desempenhe um papel relevante, ela ainda não consegue acompanhar plenamente as demandas e os impactos sociais causados por algoritmos discriminatórios.
Dessa forma, diversos doutrinadores e centros de pesquisa têm se dedicado ao estudo de estratégias extrajurídicas baseadas em princípios como a responsabilização, a justiça epistêmica, a participação social e a ética do design.
Crawford (2021) e Eubanks (2018) demonstram compatibilidade com ideias que buscam dar visibilidade aos efeitos reais que os algoritmos exercem na vida das pessoas, direcionando o foco para a responsabilização pública. Nesse contexto, uma das estratégias mais discutidas é a lógica do accountability (responsabilização), termo que tem como objetivo assegurar rastreabilidade das ações automatizadas e promover uma obrigação de “prestar contas” como forma de mitigar o problema.
Outro eixo importante é a incorporação da equidade por design (fairness by design), cuja abordagem tem como pilar central a implementação de critérios de justiça e inclusão desde a concepção dos sistemas automatizados. Escolhas técnicas, como quais dados serão inseridos, como as variáveis devem se correlacionar e quais erros são toleráveis, extrapolam o campo técnico e adentram esferas políticas, com implicações morais. Essa perspectiva visa problematizar o suposto caráter neutro do ambiente tecnológico.
Além disso, ganham destaque as estratégias voltadas para inclusão epistêmica e design participativo. A proposta é que grupos historicamente marginalizados participem da criação e supervisão dos sistemas algorítmicos. Noble e Benjamin defendem que essa abordagem é reparadora e abolicionista, pois enfrenta os legados coloniais e racistas que ainda persistem na lógica algorítmica contemporânea.
Vale ressaltar que, embora essas iniciativas busquem mitigar os problemas, elas também apresentam limitações, como o risco de concentração de poder em determinados grupos, além da dificuldade de se satisfazer simultaneamente todos os critérios de justiça em uma sociedade complexa.
Dito isso, o debate sobre essas estratégias ainda carece de aprofundamento nos campos da ética, da política e dos direitos humanos, para que o avanço tecnológico acompanhe a dinamicidade do mundo atual e seja incorporado aos princípios de uma democracia deliberativa.

3 CONCLUSÃO

É possível concluir que os sistemas algorítmicos operam juntamente com a lógica econômica do capitalismo de vigilância, conforme proposto por Shoshana Zuboff. Nesse cenário, há a extração e o tratamento de dados pessoais como matéria-prima, que são processados e convertidos em predição comportamental e lucro, gerando um novo modelo de expropriação que atua sobre as particularidades do cotidiano das pessoas.
Longe de serem neutros, os algoritmos se apresentam como mecanismos operacionais desse sistema, já que há uma gama de operações sistêmicas baseadas em contextos históricos marcados por desigualdade social, racial e econômica. Winner (1980) já alertava sobre a linguagem que permeia os sistemas algorítmicos, apontando sua tendência de despolitizar conteúdos impregnados de influência moral, automatizando práticas discriminatórias.
Como alternativa mitigadora, grupos de pesquisa e parte da doutrina contemporânea propõem estratégias que visam enfrentar essas contradições. Entre elas, destacam-se a accountability algorítmica, a equidade por design e o design participativo — propostas que buscam reconstruir a responsabilidade no uso da inteligência artificial. No entanto, tais estratégias também apresentam limites concretos, pois podem perpetuar estruturas de poder concentrado.
Sendo assim, o debate interdisciplinar entre o Direito, a Sociologia, a Ciência da Computação, a Economia e a Política deve integrar uma investigação contínua e atualizada, a fim de compreender e enfrentar os padrões de colonialismo digital que ainda estruturam os sistemas algorítmicos contemporâneos.
A crítica à inteligência artificial, ao capitalismo de vigilância e à extração massiva de dados pessoais — dentro do contexto de discriminação algorítmica — não deve se limitar apenas à correção técnica dos sistemas. É necessário compreendê-los em sua totalidade, considerando suas implicações, impactos e consequências sociais, jurídicas, éticas e morais.
Diante desse cenário, cabe o questionamento: será possível conceber uma inteligência artificial voltada à emancipação, que não funcione apenas como instrumento de vigilância? Ou estaríamos diante de um processo que reduz os indivíduos a meros dados, submetidos à lógica de um sistema segregador?
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